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ABSTRACT: Packet losses in the network have a considerable performance impact on transport-layer
throughput. For reliable data transfer, lost packets require retransmissions and thus cause very long delays.
This tail of the packet delay distribution causes performance problems. There are several approaches to
trading off networking resources up-front to reduce long delays for some packets (e.g., forward error
correction, network coding). We propose packet pacing as an alternative that changes traffic characteristics
favorably by adding intentional delay in packet transmissions. This intentional delay counters the principle of
best effort but can reduce the burstiness of traffic and improve overall network operation – in particular in
network with small packet buffers. As a result, pacing improves transport- layer performance, providing a
tradeoff example where small amounts of additional delay can significantly increase connection bandwidth.
We present a Queue Length Based Pacing (QLBP) algorithm that paces network traffic using a single queue
and that can be implemented with small computational and memory overhead. We present a detailed analysis
on delay bounds and the quantitative impact of QLBP pacing on network traffic. Through simulation, we
show how the proposed pacing technique can improve connection throughput in small-buffer networks.
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I. INTRODUCTION

Many data communication networks use a layered
network architecture, where each layer implements
different networking protocols [1]. The separation of
networking functionality into layers simplifies the
design of network protocols, but also implies that the
performance that can be achieved within a protocol
layer is highly dependent on the performance achieved
by underlying layers. The main idea is to adjust the
characteristics of network traffic at the edge of the
network to ensure better performance in the core of the
network. Specifically, we propose to introduce
intentional delay in network layer transmissions to
reduce the occurrence of traffic bursts, which have
detrimental effects on transport layer performance as
they can lead to packet loss due to buffer overflow.
Our focus is on networks with small packet buffers
optical packet-switched networks, wireless networks
with low-performance nodes.

A. Packet Loss in Networks
One of the most problematic events for data
transmissions in the network layer is a packet loss.

The two main causes for packet loss in networks are:
(i) Bit errors in physical layer: Bit errors in the
physical layer most commonly occur in wireless
transmissions due to interference, but can also occur in
wired links. These bit errors cause checksums in the
data link layer to fail, triggering a packet drop.
(ii) Congestion in network layer: Statistical
multiplexing of network traffic implies that there are no
guarantees about the available bandwidth on any given
link. Thus, network traffic can congest the outgoing
port of a router and cause transmission buffers to fill up.
If a packet arrives at such a transmission queue when
no more buffer space is available, then it is dropped.

B. Delay and Bandwidth Tradeoffs
There are several possible approaches to addressing the
problem of reducing the impact of packet loss on the
delay in transport layer communication. Fig. 1
illustrates how some of these techniques relate. The
figure shows the amount of delay incurred at the
transport layer versus the amount of bandwidth used at
the transport layer. The main techniques noted in this
figure.

I

J E
E

CE



Ambekar, Patil and Bhadane 123

Lossy transmission: Using lossy transmission
protocols (e.g., User Datagram Protocol (UDP) [3])
places the bandwidth needs and delay close to the ideal
lower bounds. Marginal amounts of additional
bandwidth are necessary for packet headers and
additional delay is incurred due to the packetized
transmission of data.
Reliable transmission: The baseline protocol for
reliable transmission is the Transmission Control
Protocol (TCP) [4].Compared to UDP, TCP requires
more bandwidth since some packets need to be
retransmitted. It also incurs additional delay due to
these retransmissions.
Network coding: There are several coding techniques
to reduce packet loss in networks. To reduce bit errors,
error correction coding can be used [5]. To avoid packet

losses, transmission information can be spread across
multiple paths in the network using network coding [6].
These techniques require additional bandwidth since
they rely on redundant transmission of information.
They also exhibit increased delay over a lossy
transmission due to the need for data reconstruction at
the receiver. However, these techniques incur less delay
than TCP.
Traffic pacing: Traffic pacing is based on TCP, but
uses traffic conditioning techniques in the network to
reduce traffic bursts. By delaying some packet
transmissions, less packet losses occur and thus less
retransmissions are needed. Traffic pacing incurs a
small additional delay, but uses less bandwidth than
TCP since fewer retransmissions are necessary.

Overall, Figure 1 shows that there is a general tradeoff
between bandwidth use and delay for lossless
transmission in the transport layer.

C. Traffic Pacing in Networks
A key operational principle in the Internet is “best
effort.” Network resources are used when there is traffic
to be sent and link schedulers on routers use “work-
conserving” scheduling disciplines. This approach of

not wasting opportunities to transmit packets intuitively
seems to lead to the best possible network performance.
In our work, we present a traffic pacing technique that
can reduce the burstiness of traffic and improve the
throughput of transport layer TCP connections. The
design of our traffic pacing system is particularly
suitable for emerging network architectures for two
reasons:
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The remainder of this paper is organized as follows.
Sec- tion II introduces the network architecture for
pacing and details on the Queue Length Based Pacing
algorithm We present a novel pacing algorithm that
decreases the burstiness of network traffic by delaying
packets based on the length of the local packet buffer..
Analytical results present a formal analysis of QLBP
that provides delay bounds and a quantitative
understanding of the effect of traffic smoothing.are
presented in Section III. Simulation results on the

effectiveness of QLBP & improvements of transport
layer performance in small-buffer networkare presented
in Section IV. Section V discusses related work, and
Section VI summarizes and concludes this paper.

II. QUEUE-LENGTH BASED PACING

The pacing technique that we propose in this work
aims to reduce the burstiness of network traffic.

A. TCP Burstiness
TCP is the most widely used transport layer protocol in
the Internet. Its traffic characteristics have considerable
impact on the operation of the network. The TCP
protocol can pace itself due to ACK-clocking, where
acknowledgments are spaced out by the bottleneck link.
As a result, packets sent in the congestion avoidance
phase are spaced by acknowledgement arrivals.
However, as pointed out by Aggarwal et al. in [8], a
number of factors inherent to TCP can cause burstiness
in the behavior of a TCP flow, such as slow start, lost
packet retransmission, ACK-compression and
multiplexing (for details, see [8]). Even though the
impact of retransmissions of lost packets can somehow

be mitigated by enabling TCP selective
acknowledgement (SACK) options [9], [10], the
negative impact of ACK-compression and multiplexing
might become even worse in the future Internet with
much larger bandwidth.

B. Pacing Network Architecture
To reduce the burstiness of TCP traffic (and any other
traffic), we propose a pacing technique that delays some
packet transmissions. This pacing process can be
implemented on the outgoing interfaces of routers. We
envision an overall network architecture as shown in
Figure 2. Pacing is deployed on several (but not
necessarily all) nodes in the network.



Ambekar, Patil and Bhadane 125

Since pacing cannot be practically implemented on
optical packet switches, it is constrained to non-optical
routers. These routers have sufficiently large buffers
that allow moderate traffic bursts to be absorbed and
paced without packet loss.

C. Queue Length Based Pacing System
The general ideal of Queue Length Based Pacing
(QLBP) is to dynamically adjust the sending rate of a

queue according to the queue length, rather than to send
packets at a constant rate. The structure of a QLBP
system is shown in Fig. 3, and the major notation used
in this paper is summarized in Table 1. The Fig. 4,5
shows a single input and output, but the concept can be
applied to routers with any number of ports. A QLBP
system includes a delay queue and a rate controller, and
has three parameters: μmax, μmin and Qmax.

Fig. 3. QLBP system for router buffer.



Ambekar, Patil and Bhadane 126

D. Pacing Delay
One of the key aspects of any pacing algorithm is how
the inter-packet pacing delay is determined. In TCP
pacing the inter-packet pacing delay is roughly set to
the ratio of the current RTT to the congestion window
size. In the pacing scheme proposed by Sivaranman
[12], the inter-packet pacing delay is calculated based
on the packet arrival curve and the packet deadline
curve within the same pacing interval. In QLBP, we
determine this delay based on some very simple rules:

•If the pacing queue increases due to a higher input
traffic rate, QLBP intentionally lowers the introduced
pacing delay. This rule ensures that the link can be fully
utilized under heavy load.
•For packets that arrive at a rate lower than μmin, they
do not get delayed. This rule ensures that pacing is only
activated when packets arrive at a certain high rate.
Based on these rules, we have designed the queue
length dependent output rate μ(t) as follows:

III. ANALYSIS

In this analysis, we show two important results: (1) the
pacing delay depends on the incoming traffic rate and is
upper- bounded by a constant (depending on QLBP
parameters), thus limiting delay introduced by QLBP,
and (2) the effectiveness of QLBP on reducing
burstiness in network traffic can be quantified by
evaluating the variance of the instantaneous traffic rate
in the context of a fluid model.

A. Delay Guarantee
To show the bounds on delay, we first give a precise
definition of pacing delay. Definition 1: For a packet,
the pacing delay, denoted by d, is defined as the time
difference of dpacer − dF IF O , where dpacer and dF
IF O represent the delay the packet experiences when
passing through a QLBP queue and an ordinary FIFO
(drop-tail) queue, respectively. Theorem 1: Given
parameters μmax, μmin and Qmax, for an input traffic with
rate λ, the pacing delay d in steady state depends on λ
and is upper bounded by a constant Qμ max.
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B. Reduction of Traffic Burstiness
We quantitatively analyze the pacing effect of a QLBP
sys- tem in two aspects: (1) how quickly a QLBP
system responds to the change in the input rate, (2) how
a QLBP system smoothes the input traffic by reducing

the auto-covariance. Even though the modeling and
analysis are established based on some simple toy
traffic models, they still unveil the fundamental natures
of QLBP.

The larger α, the faster μ(t) converges to λ(t), as
shown in Figure 6. Under the same initial condition,
μ1(t) with a larger αconverges to λ0 faster than μ2(t)
does.Reduction of Auto-covariance: Next we propose
a fluid model that describes the dynamics of the
QLBP system. Our goal is to provide insights into
how the QLBP system smoothes traffic in term of
reducing auto-covariance of net- work traffic rate.In
this case, once the queue becomes nonempty, it
remains so, though it may be very arbitrarily close to
zero.

C. Parameter Selection
Given a QLBP system of (Qlim, C), an important
question that remains to be answered is how the
parameters in QLBP are chosen. We formulate it as
an optimization problem,
min B = F (λ(t), μmax, μmin,Qmax),

IV. SIMULATION RESULTS

The reduction of burstiness in network traffic
translates into increased throughput performance for
TCP traffic. In this section, we present results from a

QLBP prototype implementation on the Open
Network Laboratory (ONL) [21]. We also show
results from simulation using larger-scale network
configurations in ns-2 [22]. These results (1) show
the pacing effect of QLBP on TCP and UDP flows,
(2) validate the adaptive pacing delay introduced by
QLBP, (3) quantitatively evaluate QLBP
effectiveness on reducing burstiness of traffic in
terms of the variance of the instantaneous traffic rate,
(4) compare QLBP performance with TCP pacing in
improving link utilization, and (5) show that the end-
to-end delay distribution of paced traffic has a
smaller tail.

A. Impact of QLBP on Single TCP and UDP Flows
This set of experiments is conducted using prototype
implementation of QLBP in the Open Network
Laboratory. More details on this implementation of
QLBP can be found in [23]. A QLBP pacer is
implemented as an ONL plugin and applied at the
ingress port of router 1. A TCP or UDP flow is
transmitted between the sender and the receiver.
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Fig.7. Arrival of TCP packets without pacing. Fig. 8. Arrival of departure time of 200 Kbps CBR traffic.

Fig. 9. Arrival process of TCP packets with  pacing. Fig. 10. Arrival of departure time of 3Kbps  CBR traffic.

B. Adaptive Pacing Delay
In this 2 experiment, we send CBR traffic through a
QLBP pacer and examine the pacing queue length Qp
and the pacing delay Dp. Figure 8 shows the topology.
A CBR traffic with rate λ flows from node 0 to node 2.
A QLBP pacer is placed at node 1 to pace the traffic
towards node 2. The parameters are set as follows. BW1
= BW2 = 15Mbps, and Delay1 = Delay2 = 10ms. μmax

= 10Mbps, μmin = 2Mbps, Qmax = 10pkts and Qlim =
1000pkts. UDP packet size is 1000 Bytes.

C. Pacing Effectiveness
We are interested in how QLBP affects traffic
burstiness. The metric of concern in this ns-2
experiment is the coefficient of variation of the traffic
rate, which is used in [12] to measure the extent to
which traffic is bursty.
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D. Improvement on Link Utilization
In this sub-section we investigate the impact of short-
term burstiness on a non-bottleneck link in terms of link
utilization. This set of experiments is used in [7] to
show the performance improvement of TCP pacing in
small buffer networks.

V. RELATED WORK

The impacts of small buffers on transport-layer network
performance have been studied in the context of real-
time traffic and TCP traffic [7], [11], [12], [26]–[28].
Interestingly, the results of these studies are not
conclusive. On one hand, it has been shown that small
buffers significantly degrade network performance with
ordinary TCP sessions by causing packet drop more
frequently. Enachescu et al. [7] showed that a 80%
workload consisting of long-lived TCP sessions only
achieves a 20% link utilization when the buffer size of
the shared link is 10 packets. Sivaramman etal. [12]
demonstrated that “a 10Gbps optical packet switching
(OPS) node with 10 to 20 packets can experience
significant losses even at low (40%) to moderate (60%
for long-range dependent or 80% for short-range
dependent) traffic loads.” On the other hand, theoretical
analyses and empirical results show that small buffers
are feasible for core routers through which tens of
thousands of TCP sessions flow [7], [11], [26]– [28].
Enachescu et al. [7] argued that O(logW) buffers are
sufficient for high throughput, where W is congestion
window size of each flow, and router buffer can even be
reduced to a few dozen packets if a small amount of
link utilization is sacrificed. Gu et al. [11] demonstrated
that more than 90% link utilization is achievable in a 1–
10 Gbps bottleneck link with a buffer of 20 packets.
Lakshmikantha et al. [28] further showed that O(1)
buffer sizes (20 packets) are sufficient for good
performance with no loss of link utilization when
considering the impact of file arrivals and departures.
We note that all high performance results are achieved
only when TCP sessions are paced by either some rate-
control mechanism (i.e., TCP pacing) or access links
with capacities much slower than the bottleneck link.
The main concern with the small buffer core networks
is the high packet loss probability due to the small
buffer size and the bursty behavior of TCP. Several
techniques are proposed to lower the drop probability in
small buffer networks by smoothing network traffic.
Packet pacing finds its roots in the explicit rate control
non-TCP protocols, which send data at a fixed rate
irrespective of the receipt of acknowledgments [29],
[30]. Pacing was used in the TCP context to correct the

compression of acknowledgements due to cross traffic
[31], to avoid slow start [32], [33], after packet loss
[34], or when an idle connection resumes [35].
Aggarwal et al. [8] concluded that pacing improves
throughput in some cases but in general decreases
performance. The poor performance of pacing is
attributed mostly to “synchronized drops” and packet
delays being misinterpreted as congestion. In addition
to TCP pacing, there have been several proposals for
resolving packet drops in small buffer networks [12],
[36]– [39]. The work by Alparslan et al. [36] shares a
very similar idea with our, i.e., turning the pacing rate
based on the buffer occupancy, and the effect of the
pacing is evaluated in a largescale hypothetic network.
The work by Sivaraman et al. [12] stems from previous
works on traffic conditioners for video transmission,
called traffic conditioning off-line [40]. They proposed
an on-line version of traffic conditioner based on this
traffic conditioning off-line. The approaches in [37]–
[39] rely on the global network-wide coordinated
scheduling. Unlike the above pacing-based approaches,
Vishwanath et al. proposed to recover lost packets by
using the packet-level forward error correction (FEC)
scheme [41]. Their codingbased approach works based
on an observation that “loss at core links is due to
contention, not congestion.” Through simulation they
show the efficiency of the FEC-based approach

VI. SUMMARY

Our work presents a novel view on the tradeoff between
link bandwidth and packet delay. Instead of using an
error correction or network coding approach where
more bandwidth is used to avoid packet losses, we
proposed to delay packet transmissions to reduce the
burstiness of traffic and thus reduce packet losses in
small-buffer networks. We present Queue Length Based
Pacing, which is a pacing technique that uses a single
pacing queue on router ports and adapts its sending rate
based on the amount of traffic that is buffered at that
port. Our analysis shows that pacing delay due to QLBP
is bounded andthat the variance of the instantaneous
traffic rate is reduced. We show the effectiveness of
QLBP through a prototype implementation and
simulation. Specifically, we show that TCP connections
in a small-buffer network with QLBP pacing achieve
higher link utilization than in non-paced networks.
Therefore, we believe that QLBP is an effective
approach to improving the operation of networks and
improving the effective bandwidth of connections at the
cost of only small amounts of additional delay.
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